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Abstract

We are witnessing an increasing interest in vision-language mod-
els (VLMs) as reflected in the impressive results across a large
spectrum of tasks. In this context, we introduce in this paper a
novel architecture that exploits the capabilities of VLMs for fa-
cial expression recognition in driving environment to enhance
road safety. We present an approach called CLIVP-FER, which uses
the Contrastive Language-Image Pretraining (CLIP) and combines
both visual and textual data to overcome the environmental chal-
lenges and ambiguities in facial expression interpretation. In addi-
tion, we apply average pooling to improve the accuracy and the
computational efficiency. The proposed approach is thoroughly
evaluated on a benchmark driving dataset called KMU-FED. The
experiments showed superior performance compared to state-of-
the-art methods, achieving an average accuracy of 97.36%. Cross-
database evaluation is also provided showing good generalization
abilities. The ablation study gives more insights into the perfor-
mance of our proposed architecture. The obtained results are in-
teresting and confirm the capabilities of vision-language models
in vision tasks, demonstrating their promising applications in effi-
cient driver assistance and intervention systems. We are making
the code of this work publicly available for research purposes at
https://github.com/Ibtissam-SAADI/CLIVP-FER.
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1 Introduction

Road safety is a major concern for the automotive industry. Hu-
man error is a significant contributor to road accidents, resulting
in various safety issues. Technological advancements have led to
the development of systems aimed at enhancing the driving expe-
rience and reducing accident rates. Specifically, facial expression
recognition (FER) systems are increasingly being integrated into au-
tonomous vehicles and advanced driver assistance systems (ADAS),
as illustrated in Figure 1. These systems are crucial for detecting
emotional states in driving environment [18] [14].

In this context, numerous studies have investigated methodolo-
gies for recognizing drivers’ facial expressions, ranging from using
handcrafted features to deep learning such as [15], [8], [24], [6], and
[17]. These systems typically depend mainly on visual data to ana-
lyze facial cues and infer emotions. However, several factors may
significantly affect the accuracy of these systems, including variable
lighting conditions and uncooperative users. Moreover, an over-
reliance on visual data can restrict the contextual interpretation
of emotions, possibly leading to errors in prediction. Additionally,
some models are not suitable for driving environment due to the
high computational cost.

On the other hand, very recent works have explored the use of
vision-language models for facial expression recognition yielding
very interesting results [11], [27], [4], and [13]. For instance, Li et
al. [11] proposed a Contrastive Language-Image Pretraining(CLIP)-
based framework for dynamic and static facial expression recogni-
tion, incorporating fine-grained text descriptors for each expression.
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(a) Camera installed in a car [3].
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(b) Facial expression recognition for a driver [2].

Figure 1: Example of driver’s facial expression recognition using a camera installed inside a car.

Similarly, Zhao and Patras [27] focused on dynamic facial expres-
sion recognition, incorporating temporal modeling and learnable
context to capture fine-grained temporal features. Foteinopoulou
and Patras [4] addressed zero-shot classification challenges in dy-
namic facial expression recognition by using sample-level text de-
scriptions for natural language supervision. A quantitative assess-
ment of GPT-4V’s performance in General Emotion Recognition
(GER) tasks is provided in [13]. These few recent works showed
interesting results and proved the usefulness of vision language
models in facial expression recognition.

Inspired by the methods above, we propose a novel architec-
ture that exploits the capabilities of the vision-language models
for facial expression recognition in a driving environment. In fact,
while the existing VLM-based approaches have shown promising
results, they do not deal with driving environments and may strug-
gle to achieve high accuracy in real-world scenarios due to their
dependence on complex textual descriptors and the high computa-
tional costs involved. We propose an elegant approach that uses the
Contrastive Language-Image Pretraining [16] and combines both
visual and textual data to overcome the environmental challenges
and ambiguities in facial expression interpretation in a driving en-
vironment. In addition, we apply average pooling to the features
extracted by CLIP to reduce the dimensionality and highlight the
salient information, thereby reducing the computational cost and
improving the performance of the classifier. The contributions of
our work are described as follows:

e We introduce CLIVP-FER, an innovative approach for ex-
tracting features from both images and text using the CLIP
model, along with Multilayer Perceptron (MLP) classifier
for accurate classification. This method effectively leverages
multimodal data to provide a detailed understanding of the
driver’s facial expressions.

o Our methodology harnesses the CLIP model solely as a fea-
ture extractor, without additional training. This strategy

enables us to leverage the strengths of a pre-trained model,
significantly reducing computational costs.

e We apply average pooling to the features extracted by CLIP
to reduce dimensionality of the features and highlight salient
information, thereby improving the performance of the clas-
sifier.

e We conduct a comprehensive evaluation of the proposed
approach, which includes assessing its generalization capa-
bilities, speed efficiency, and performing an ablation study.

e We compare our approach to the state-of-the-art and existing
methods on benchmark dataset of a driving environment,
resulting in significant performance improvements.

The rest of this paper is structured as follows: Section 2 provides
areview of existing works related to facial expression recognition.
Section 3 describes our proposed approach, detailing the different
steps from data pre-processing to feature extraction with CLIP to
emotion classification. Section 4 discusses the experimental data
and setup. Section 5 presents the obtained results and compares
them to state-of-the-art. To better gain insights into our proposed
architecture, cross-database evaluation, and ablation study are also
provided in this section. Finally, Section 6 summarises our findings,
draws some conclusions, and suggests possible directions for future
research.

2 Related Work

Several studies have investigated the challenging task of identifying
driver’s emotions, primarily focusing on physiological signals and
facial expression cues. In the realm of physiological signals, Wang
et al. employed electroencephalography (EEG) signals and proposed
an end-to-end Convolutional Neural Networks (CNN) model in or-
der to improve the cross-subject emotion recognition accuracy [23].
By doing this, the authors achieved a good performance in determin-
ing human emotions. In another work, using a back-propagation
network and Dempster—Shafer evidence approach, Wang et al. em-
ployed multiple-electrocardiogram (ECG) feature fusion including
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Figure 2: The figure illustrates our proposed CLIVP-FER architecture. The visual inputs are processed with Contrastive
Language-Image Pretraining(CLIP) [16] encoder into a vector f;. The textual inputs are processed into a vector f;. The visual
feature vector fy is then processed through an average pooling layer to produce f;1, which is subsequently combined with f; to
form f;. This combined vector is further processed by an additional average pooling layer, resulting in the final feature vector
final> used to classify the facial expressions by a Multilayer Perceptron (MLP). The figure highlights the frozen (non-trainable)

and trainable components.

time-frequency domain, waveform, and non-linear features to rec-
ognize driver’s emotion [22]. In contrast, various other approaches
have focused on visual data for facial expression inference. For
instance, Chen et al. introduced a modified ResNet18 network with
an enhanced feature attention (EFA) module to extract rich features
from facial expression images [1]. They employed a joint discrimina-
tive correlation alignment (JDCA) loss to align feature distributions
between single-driver (SD) and two-driver (TD) images while lever-
aging label information for driver facial expression recognition.
In [20], the authors used transfer learning with pre-trained CNN
architectures such as AlexNet, SqueezeNet, and VGG19 to perform
facial emotion recognition. The models were evaluated on various
benchmark datasets with real-time in-vehicle challenges. Results
indicated that the pre-trained VGG19 model generally outperforms
AlexNet and SqueezeNet.

In [7], a novel facial expression recognition method designed
for real-time embedded systems is proposed. The method utilizes a
DLib detector [9] to detect the face landmarks and extract geometric
features. The extracted features are then employed using a hierar-
chical Weighted Random Forest classifier to accurately classify the
facial expressions, claiming interesting results.

To analyze driver’s behavior, a pre-trained VGG16 model was
used in [10] to extract features and perform classification of emo-
tions under the challenges of multi-pose and varying illumination
conditions, achieving interesting results. In the same context, a
real-time framework for stress detection was presented in [25]. It
consists of three modules, face detection using MTCNN, a con-
nected convolutional network (CCNN) that combines low-level and
high-level features for the facial expression module, and a module

for stress detection. The proposed framework achieved a perfor-
mance comparable to that of a state-of-the-art one.

Among the most recent and appealing works on facial expression
recognition are those exploiting vision-language models [11], [27],
[4], [13], and [21]. These works showed interesting results and
proved the usefulness of vision language models in facial expres-
sion recognition. However, their efficiency in real-world driving
environments is not yet proven. To the best of our knowledge, our
present paper is the first work focusing on exploring the capabilities
of the vision-language models for facial expression recognition in
driving environments. A comprehensive survey on driver’s emotion
recognition can be found here [18].

3 Proposed Approach

Our proposed architecture, called CLIVP-FER, is illustrated in Fig-
ure 2. The inputs of the system consist of a face image and a to-
kenized text descriptor. Feature extraction is independently con-
ducted on each input utilizing CLIP [16] encoder. Subsequently, a
two-stage average pooling layer (AvgPool1d) is applied to the im-
age features and to the concatenated image-text features, in order
to enhance the feature saliency and decrease the dimensionality.
These refined features are then fed into a Multilayer Perceptron
(MLP) classifier for determining the facial expression of the driver.

3.1 Data Preprocessing

For the visual data, and to enhance the model’s robustness and
prevent overfitting, a series of transformations are applied to the
input images, including random horizontal flip and random rotation,
hence introducing variability that simulates different orientations
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and perspectives seen in real-world scenarios. Additionally, resizing
and normalization are applied to the images.

The textual data in our study consists of descriptive captions for
each class, detailing the corresponding facial expressions. These
captions are generated by the advanced language model, ChatGPT-
4, rather than using standard class names. For example, for the
"Happy’ class, the caption is: ’A facial expression characterized by
wide, bright eyes, raised cheeks, a broad smile revealing teeth, and
relaxed eyebrows. This strategy, inspired by the work presented
in [27], allows for a more detailed and nuanced representation of
facial expressions. The preprocessing of these captions involves
tokenization and embedding using CLIP to convert the tokens into
feature vectors that can be processed alongside the visual data.

3.2 Extracting and Refining Features Using
CLIP and Average Pooling

We use CLIP, a multimodal neural network trained on a large num-
ber of text-image pairs, to extract the features. CLIP has been de-
signed with two distinct encoders: a visual encoder, Eyjsyal, and a
text encoder, Etext, which operate independently to handle their re-
spective data modalities. For our purposes, we select the pre-trained
ViT-B/32 CLIP variant, which employs a Vision Transformer (ViT)
architecture. The ViT-B/32 is especially useful since it is able to
generate highly expressive and contextual features for both text
and images, which is critical for capturing the nuances of facial
expressions, especially in scenarios where visual data might be par-
tially occluded or unclear. During feature extraction, CLIP encoders
process the preprocessed images and text without additional train-
ing. Let V denote the preprocessed image, and T the preprocessed
text. The feature extraction is defined as follows:

fV = Eyisual(V) (1)
ft = Etext(T) (2)

where f; and f; are the image and text feature vectors, respectively.

The resulting image feature vector undergoes average pooling,
which condenses information, reduces dimensionality, and discards
noise:

fv1 = AvgPool1d(f,) 3)

The process of average pooling is directly applied to the high-
level features extracted by CLIP’s vision transformer-based visual
encoder. This contrasts with applying pooling layer to features
extracted by CNN and leverages the advanced representations pro-
vided by the transformer architecture. Subsequently, a second av-
erage pooling operation is performed on the combined image-text
features set. This two-stage pooling process ensures focusing on
the most relevant features for classification:

f» = Concat(fi1, fr) (4)
fiinal = AvgPoolld(fz) ©)

Finally, the condensed feature set fg,, is used to train our classifier.

3.3 Emotion Classification

We utilize a specialized MLP classifier with a hidden layer that is
specifically designed for categorizing emotions. This classifier is
trained to accurately interpret the extracted set of final features,
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fnal, by CLIP. The structure of the classifier is as follows: The initial
fully connected layer, known as fc1, transforms the input vector
into a hidden representation that consists of 512 dimensions. This
transformation is achieved using the equation:

h = ReLU(W1 fgnal + b1) (6)

Here, the weights and bias of fc1 are denoted as W; and by, re-
spectively. The Rectified Linear Unit activation function, ReLU, is
applied in this process. To enhance generalization and prevent over-
fitting, a dropout layer is implemented with a rate of 0.5 on this
hidden representation. The final layer, referred to as fc2, maps the
hidden representation to the output space that corresponds to the
number of emotion categories. This mapping is achieved using the
equation:

0 =Wah+by (7)

In this equation, W, and bj represent the weights and bias of fc2,
respectively. The output denoted as o, represents the raw scores for
each emotion category.

4 Experimental Data and Setup

We carried out a comprehensive evaluation of the proposed archi-
tecture using a publicly available benchmark dataset of a driving
environment namely: KMU-FED (Keimyung University Facial Ex-
pression of Drivers) [7]. Example images from this dataset are
shown in Figure 3. Additionally, we considered two other datasets
(FER 2013 [5], and RAF-DB [12].) for cross-database analysis to
assess the generalization of our approach.

The KMU-FED dataset [7] provides an exceptional context for
evaluating the effectiveness of our method in real-life driving sce-
narios, especially due to its emphasis on driver-specific facial ex-
pressions. It comprises 1106 images of 12 subjects, each displaying
the six basic emotions: anger, disgust, fear, happiness, sadness, and
surprise. The images were captured in real driving conditions us-
ing near-infrared cameras. These cameras were subject to varying
lighting conditions and partial occlusion. To ensure statistically
consistent experimentation, we used a 10-fold cross-validation ap-
proach to split the dataset.

We implemented our approach using the open-source PyTorch
framework on an NVIDIA Quadro RTX 5000 GPU with 16GB RAM.
Facial image pre-processing involved the use of Multi-task Cascaded
Convolutional Networks (MTCNN) [26] to detect and crop the faces
in the KMU-FED dataset, all images in this dataset were resized
to 224x224 pixels. During the training phase, we set a batch size
of 64, a learning rate of 0.003, and a weight decay of le-4. We
employed the Adaptive Moment Estimation (Adam) optimizer, cross-
entropy loss function, and trained for 40 epochs. Early stopping
was implemented when no accuracy improvement was obtained
after 10 epochs.

5 Experimental Results and Analysis

This section describes the obtained results using our proposed ap-
proach on the KMU-FED dataset along with a comparative analysis
against some state-of-the-art methods. In addition, a cross-database
evaluation is given assessing the generalization ability and speed
efficiency of our approach. Finally, an ablation study is presented
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Figure 3: Examples of images from KMU-FED dataset. As can be noticed, the problem of facial expression recognition in driving
environment has some different challenges (in terms of lighting and user’s cooperation) compared to "conventional" facial

expression recognition.

giving more insights into the performance of our proposed archi
tecture.

5.1 Obtained Results

Table 1 shows the obtained result using our CLIVP-FER model anc
a comparison against some recent and state-of-the-art methods o1
the KMU-FED dataset. The table clearly indicates that our approacl
yields an impressive performance of 97.36 % outperforming al
other methods. It shows a gain of 2.66 % over the hierarchical WR]
method, 2.26 % over the LMRF method, and 3.09% over the pre
trained VGG16 method. The confusion matrix in Figure 4 confirm
the accuracy of our model, with high accuracy for "Happy’ anc
’Surprised’, and some confusion between ’Angry’ and ’Sad’, as wel
as between 'Fear’ and ’Sadness’, which can be attributed to th
subtle visual similarities of these emotional states. Despite thes
few cases of misclassification, the result confirms CLIVP-FER’
ability to accurately interpret complex emotions, demonstrating it
potential for real-world applications.

Table 1: Obtained results using our CLIVP-FER model,
compared with state-of-the-art methods on the KMU-FED
dataset.

Methods Accuracy
Hierarchical WRF (2018) [7] 94.70%
LMRF (2020) [8] 95.10%
Pre-trained-VGG16 (2021) [10] 94.27%
Modified SqueezeNet (2022) [19] 83.40%
CLIVP-FER (Our method) 97.36%

5.2 Cross-Database Evaluation

In order to thoroughly investigate the generalisability and speed
efficiency of our proposed CLIVP-FER approach, we performed a
cross-database analysis by training our model on the KMU-FED
dataset and evaluating it on the FER2013 and RAF-DB datasets.
As shown in Table 2, various performance metrics, including
accuracy, precision, recall and F1 score, are reported to measure
the model’s ability to correctly identify facial expressions. Preci-
sion and recall, although closely related to accuracy, provide more
detailed information about the performance of the model. Preci-
sion indicates how many of the positive outcomes predicted by the

True Label

Average confusion Matrix (Average Accuracy: 97.364%
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Figure 4: Confusion matrix of our CLIVP-FER model on the
KMU-FED dataset.

model were actually positive, and recall indicates how many of the
actual positive outcomes were correctly predicted by the model.
The F1 score, a combination of precision and recall, indicates a
well-balanced model that is both accurate and sensitive.

When trained on the KMU-FED dataset (i.e. which corresponds
to a driving environment), the model achieves an accuracy of 0.89
on FER2013 (non-driving environment) and 0.92 on RAF-DB (non-
driving environment). For a fair comparison, given the fact that our
model was trained on 6 classes, we tested the model on the same
number of classes, excluding the seventh class (Neutral) from both
test datasets. The model is still shown to be quite accurate, with
a slight drop in performance when tested on unbalanced samples,
which is due to the balanced nature of its training set. This decrease
in accuracy can also be attributed to the fact that certain features
present in the FER2013 and RAF-DB datasets are somehow different
from those in driving environment, such as those found in the KMU-
FED dataset.

To evaluate the speed efficiency of our model, we recorded the
inference time across the two datasets, we achieved an average
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inference time of 2.6 ms per image on the FER2013 dataset and 2.7
ms on the RAF-DB dataset. These results not only demonstrate the
robustness of our model across the two emotional datasets but also
highlight its rapid inference capabilities, which are essential for
real-time applications.

In summary, our CLIVP-FER model has shown interesting gen-
eralization capabilities and efficient inference times, even though
it is trained solely on a driving environment dataset and tested on
non-driving environment (i.e. the FER2013 and RAF-DB datasets).
Its ability to maintain high accuracy across different datasets and
achieve rapid inference times indicates its robustness and potential
for practical applications, particularly in driving contexts where
accurate facial expression recognition is crucial.

Table 2: Cross-database performance evaluation of our pro-
posed CLIVP-FER model. KMU-FED dataset corresponds to
a driving environment while FER2013 and RAF-DB datasets
correspond to a non-driving environment. The training is
conducted on KMU-FED and the testing is on FER2013 and
RAF-DB datasets.

Datasets KMU-FED
FER2013 [5] | RAF-DB [12]
Accuracy 0.89 0.92
Precision 0.92 0.85
Recall 0.87 0.87
F1-score 0.88 0.85

5.3 Ablation Study

In order to determine the impact of different image- and text-derived
features on the overall performance of our CLIVP-FER model, an
ablation study is conducted. The results of this ablation study are
detailed in Table 3. Using only CLIP image features, the model
yields in quite low performance, achieving an average accuracy
of 0.63, a precision of 0.62, a recall of 0.60 and an F1 score of 0.62.
Incorporating textual features in addition to the image features
significantly improves the model’s performance, as evidenced by
a better average accuracy of 0.84, highlighting the benefits of the
fusion (image and text). The gains in precision (0.88) and recall
(0.81) further highlight the model’s refined ability to accurately
classify expressions and reliably identify the majority of classes.
Our proposed approach, taking advantage of a concatenated set
of image and text features combined with average pooling layer,
achieves excellent performance (accuracy: 0.97, precision: 0.98, re-
call: 0.97 and F1 score: 0.97). These results highlight the importance
of integrating multimodal features into the model and demonstrate
the importance of each component of the system.

6 Conclusion and Future Work

In this paper, we introduced CLIPV-FER, a novel approach that
utilizes the CLIP vision-language model to recognize facial expres-
sions in driving scenarios. Our approach concatenates the features
extracted by a pre-trained CLIP variant from images and text de-
scriptions, leading to a more comprehensive representation of facial
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Table 3: Evaluating the impact of CLIVP-FER model’s com-
ponents on the KMU-FED dataset. The first row shows the
results of using only image features. The second row shows
the results of combining image and text features. The last
row demonstrates the performance of our model utilizing
both visual and textual features, along with an average pool-
ing layer.

Methods Accuracy | Precision | Recall | Fl-score
Visual 0.63 0.62 0.60 0.62
Visual+Text 0.84 0.88 0.81 0.81
Visual+Text+AvgPool 0.97 0.98 0.97 0.97

expression recognition. The feature set is further refined by apply-
ing average pooling, enabling the classifier to train with more focus
and pertinent information while minimizing the dimensionality of
the features. We assessed the performance of our approach on a
benchmarking dataset of a driving environment and conducted a
cross-database evaluation that demonstrated good generalization
ability and speed efficiency of our approach. The experimental re-
sults showed significant performance enhancement, highlighting
the effectiveness of our approach in recognizing facial expressions
in a driving environment.

This work is by no means complete. First, the findings should be
further validated using other driving datasets, despite the current
scarcity of such datasets. Another direction for future research is to
investigate how the model performs with video data, which would
capture the temporal changes in facial expressions. Additionally,
exploring the integration of other modalities such as data from
wearable sensors, could enhance the model’s performance. Of inter-
est is also the exploration of a multi-camera system in the driving
scenario, which would be beneficial for capturing and handling
various head poses.
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